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Résumé
La performance est essentielle pour les applications interactives multimedia. Cependant, la plupart de ces applications sont séquentielles ou sont exécutées sur des systèmes d’exploitation qui fournissent une latence qui ne convient pas pour la performance temps réel. Dans cet article, nous présentons une solution à ce problème, dans le cas particulier de l’interprétation des partitions multimedia interactives. Il s’agit d’une nouvelle implémentation parallèle des partitions interactives sur du matériel reconfigurable. Nous tirons parti du parallélisme et de la fiabilité des Field Programmable Gate Arrays (FPGAs) pour exécuter en temps réel une représentation matérielle des partitions. Le résultat des simulations montre que notre approche permet au système de réagir instantanément aux interactions de l’utilisateur. De plus, les contraintes temps réel de la partition sont satisfaites.

Abstract
Real-time performance is essential for interactive multimedia applications. However, most of these applications are sequential or they are executed on architectures and operating systems that do not provide a low-latency real-time performance. In this paper, we present a solution to this problem, specifically in the interpretation of interactive multimedia scores. For that, we present a novel parallel implementation of interactive scores on a reconfigurable hardware. We take advantage of the parallelism and reliability provided by Field Programmable Gate Arrays (FPGAs) to perform in real-time the hardware representation of scores. The results of the simulations show that our approach allows the system to react instantaneously to user interactions. Moreover, the real-time constraints of the score are satisfied.

1. Introduction
The performance of standard computers is not sufficient for some multimedia applications that perform compute-intensive, data-intensive and real-time tasks. The idea of performing these applications on supercomputers is often unfeasible since they are extremely expensive. However, the use of Field Programmable Gate Arrays (FPGAs) is a reasonable price alternative to achieve the performance level needed for multimedia applications.

Interactive Scores (IS) [1, 9] is a formalism for composing and interpreting interactive multimedia scenarios. Scenarios are composed of two kind of temporal objects (TOs): textures and structures. Textures represent the execution of multimedia processes. Structures allow to design modular scenarios and impose a hierarchical organisation on them. The temporal organisation of TOs is defined by asserting temporal relations (TRs) those objects should obey. In IS, the performer can influence the execution of the scenario by triggering interactive points (IPs). They are used to modify TRs during execution. An important requirement of this model is that the temporal constraints defined by the composer must be preserved during the execution of the score. Nowadays, IS has a wide range of applications such as video games, live performance and virtual museum installations [2].

Currently, the software I-Score [16] implements the model described above. It consists of two stages: composition and execution. During composition stage, the composer places boxes representing TOs on a horizontal time-line and defines TRs (constraints) between them. At execution stage, the written score is first translated into a Hierarchical Time Stream Petri Net (HTSPN) [20] that is then interpreted by an abstract machine. The execution model is implemented using threads which make the implementation very non-deterministic and unreliable [14]. Moreover, I-Score is not designed for real-time operating systems or parallel computer architectures. Thus, the low-latency and real-time performance of interactive scores is not guaranteed.

In this paper, we present a novel parallel and flexible implementation of the execution model of IS on a reconfigurable hardware. The use of FPGAs aims to overcome the current performance problems of I-Score by taking advantage of the low-latency, parallelism and high-reliability of these devices. Moreover, FPGAs are synchronous hardware with a jitter less than one cycle of clock and they also are not affected by the rather complex behaviour of the operating system services, interrupt handling, etc. Due to the physical
parallelism, the processes do not influence each other.

In our approach, a scenario is viewed as a synchronous system [8] in which TRs and TOs are deterministic processes that are executing in parallel. The start and stop dates of the processes depend on the events emitted by the other processes [4]. The most basic module of our implementation is a process that models a TR. Thanks to its deterministic behaviour, it can be represented as a Finite State Machine (FSM). As we shall see, any score written in I-SCORE can be represented as a finite set of these processes running in parallel. Our approach is generic and device-independent since we use SystemVerilog (a high-level hardware description language) [21] to implement it. Therefore, a score is compiled into our generic model in SystemVerilog that can be synthesised on different FPGAs. The results of the simulations show that our approach allows to satisfy all real-time constraints imposed by the composer and also that it provides a low-rate data synchronisation that allows to satisfactory react to the stimulus sent by the environment.

The rest of the paper is organised as follows. In Section 2 we briefly introduce FPGAs. Next, in Section 3 we present the IS model and its current implementation in I-SCORE. In Section 4 we present the hardware implementation of IS and some simulations in order to better understand our approach. We conclude in Section 5 by pointing out to related work and discussing on some ideas for future work.

2. OVERVIEW OF FIELD PROGRAMMABLE GATE ARRAYS (FPGAs)

A Field Programmable Gate Array (FPGA) is a digital integrated circuit (IC) that can be reprogrammed, many times, to desired functionality requirements after manufacturing. This feature distinguishes them from the Application Specific Integrated Circuits (ASICs) which are manufactured for specific tasks. FPGAs provide huge power, area, and performance benefits over software. They can simultaneously compute millions of operations in resources distributed on the device (i.e., spatial computing). Then, such systems can be of hundred of time faster than microprocessors-based systems. FPGAs have already been used with success in many different industrial applications (e.g., aerospace, automotive, medical, video and audio processing applications) [11, 17–19].

The general architecture of an FPGA is defined as a matrix of configurable logic blocks (CLBs). Moreover, this matrix is surrounded by a ring of configurable input/output blocks (IOBs). All of these resources are linked to each other by an interconnection network which is highly flexible and reprogrammable (see Figure 1). Additionally, some FPGAs provide dedicated blocks such as DSP accelerators and embedded hard processors cores (e.g., ARM CORTEX-A9).

A CLB is the basic logic unit of an FPGA and its number varies from device to device. It consists of two, four or more logic cells containing processing elements for performing simple combinational and sequential logic. In general, a logic cell is composed of a 4-input Look-Up Table (LUT) and a D-Type Flip Flop (see Figure 2).

FPGAs have risen over the last years and at the same time their costs. As a result, they have become economically viable for use in several applications. Moreover, they offer the following benefits [10]:

- **Reconfigurability**: FPGAs can be reconfigured at any time.
- **High-level design**: The hardware is defined by using high-level hardware description languages (e.g., VHDL and SystemVerilog). Moreover, the designed systems can be simulated and verified before their execution on the FPGA.
- **Physical Parallelism**: FPGAs allow to design completely parallel systems without computation loading.
- **High-speed**: Parallelism and fast clock rates of FPGAs allow systems to achieve very high speed that sometimes outperforms processor-based systems.


- **Reliability**: FPGAs provide true hardware reliability because there is no operating system or driver layer that can affect system update.

- **IP protection and re-use**: It is difficult to reverse engineering a synthesised system. Moreover, a tested hardware design can be re-used multiple times by instantiating.

The creation of an FPGA-based system consists on building a bitstream file to load into the device. The designers start with an application written in a hardware description language (HDL), such as SystemVerilog or VHDL. This abstract design is optimised to fit into the FPGA’s available logic. Next, the optimised design is mapped into logic blocks and routing determines the interconnected resources. Finally, the bitstream file is generated in order to properly configure the logic blocks and routing resources of the FPGA. Once the bitstream file is loaded into the FPGA, it operates as a custom digital system.

3. **OVERVIEW OF INTERACTIVE SCORES**

Interactive Scores (IS) [1, 9] is a formalism for composing and interpreting interactive multimedia scores (e.g., living arts) in which the performer has the possibility to influence the execution of the score. Roughly, the composer partially defines the hierarchical and the temporal organisation of the score by means of temporal relations (TRs) between temporal objects (e.g., multimedia processes). In addition, the composer allows the performer to modify, during execution, the starting and ending dates of the temporal objects (TOs) by adding interaction points (IPs). In that sense, the performer enjoys a certain freedom in triggering dynamically IPs during performance while the system assures the consistency of the temporal relations of the score. Thus, a performance constitutes an instance of a set of possible scenarios that share the same temporal properties.

As mentioned above, composers define the temporal organisation of their scores by adding temporal relations between temporal objects. TOs are classified into two types: *textures* and *structures*. Textures represent the execution in time of a given multimedia process (e.g., changing the brightness of a light) while structures (i.e., the hierarchical organisation of the score) represent only the execution of a group of TOs with their own temporal organisation. In this regard, a score is represented as a structure that contains the temporal organisation of the TOs placed by the composer. It is important to note that multimedia processes are executed by external applications such as MAX/MSP\(^1\) or PURE DATA\(^2\). Each TO has associated a set of control points that represent particular moments of its execution, for example, the start and the end. The possibilities of interaction are expressed by means of IPs that turn a control point into a dynamic one. Dynamic control points must be explicitly triggered by the performer during the execution while the other control points (the static control points) are triggered by the system.

With respect to TRs, there are two qualitative relations that are defined between control points: precedence and posteriority. These relations are taken from point algebra and they are symmetrical. Moreover, TRs are enhanced with quantitative constraints by giving a range of possible durations in \([0, \infty]\). Thus, the composer must define a minimum duration (\(\Delta_{\text{min}}\)) and a maximum duration (\(\Delta_{\text{max}}\)) for each TR. Depending on the above values, TRs can be classified as: (1) rigid, if \(\Delta_{\text{min}} = \Delta_{\text{max}} > 0\); (2) synchronisation, if \(\Delta_{\text{min}} = \Delta_{\text{max}} = 0\); (3) flexible or supple, if \(\Delta_{\text{min}} = 0\) and \(\Delta_{\text{max}} = \infty\); and (4) semi-flexible or semi-rigid, if \(\Delta_{\text{max}} \neq \infty\) and \(\Delta_{\text{min}} \neq \Delta_{\text{max}}\).

Currently, the model described above is implemented in the software called I-SCORE\(^3\). This software consists of two different stages: composition and performance. During composition stage, composers place TOs, represented as boxes, on a horizontal time-line. Then, they add IPs and connect TRs between the TOs in order to define temporal properties on their scores.

For example, Figure 3 shows a score composed in I-SCORE with seven boxes: A, B, E, F and G are textures whereas C and D are structures. The solid/dashed arrows represent semi-flexible relations. Note that boxes A, B and C have IPs which are represented as flags. Additionally, the start date of each TO (except C and E) is defined by an implicit temporal relation from the starting of its parent.

![Figure 3](http://puredata.info)

**Figure 3.** Example of an interactive score. A, B, E, F, G are textures whereas C and D are structures.

Since during composition stage the computation time is

\(^1\)http://cycling74.com
\(^2\)http://puredata.info
\(^3\)http://i-score.org
not critic, the score is viewed as a Constraint Satisfaction Problem (CSP) in order to maintain its temporal organisation. Thus, when the composer changes the characteristics of a TO (i.e., the start date and duration), a general constraint solver, in this case GECODE\(^4\), propagates the new constraints, which leads the TOs to automatically move or stretch in order to keep the temporal properties imposed by the composer.

On the other side, during execution the performer can dynamically trigger the IPs while the static control points are triggered by the system. As mentioned above, multimedia processes are executed by external applications, therefore i-SCORE uses multimedia protocols like OSC\(^5\) in order to send the messages defined by the composer when textures start and end. Additionally, IPs are also triggered by specific messages that are sent asynchronously during performance by the performer. It is important to note that the system will refuse an IP triggered outside of the range of time defined by the composer. Moreover, the system will automatically trigger the IP when the maximum time has elapsed and the performer has not triggered it. In this way, the system maintains the temporal properties imposed by the composer. The following example illustrates the interpretation of an interactive score. Moreover, it will be used in Section 4 in order to better understand and validate our approach.

**Example 1.** Assume the interactive score in Figure 3 with the following temporal organisation:

- Texture \(A\) has a duration of 3 ms and it starts at 5 ms. The performer can anticipate the starting of this box until 3 ms before of its start time.
- Texture \(B\) has a duration of 6 ms and it starts at 8 ms. The performer can stop this box after 3 ms of its starting.
- Texture \(F\) has a duration of 4 ms and it starts after 4 ms of starting the structure \(D\).
- Texture \(G\) has a duration of 10 ms and it starts after 1 ms of starting the structure \(D\).
- Texture \(E\) has a duration of 6 ms and its starting is synchronised with the starting of structure \(D\).
- Structure \(D\) has a duration of 14 ms and it starts after 2 ms of starting structure \(C\). It contains the textures \(F\) and \(G\).
- Structure \(C\) has a duration of 20 ms, but the performer can stop it after 4 ms of its starting. It starts after 20 ms and 10 ms of stopping the texture \(A\) and \(B\), respectively. The performer can anticipate its starting after 7 ms and 5 ms of stopping the textures \(A\) and \(B\), respectively. This structure contains the structure \(D\) and texture \(E\).
- The score finishes when the structure \(C\) has finished.

In order to execute the written scores, an abstract machine, called **ECO machine**, is used [16]. This machine is responsible of (1) triggering the static control points; (2) controlling, in real-time, the triggering of the dynamic control points; and (3) maintaining the temporal organisation of the score. The operation of the machine is described in terms of state transitions that are synchronised with a global clock. Each state is composed of three components: Environment, Controls and Outputs. Roughly, the Environment component contains all temporal and data information, represented as a Petri Net, needed to produce the outputs; the Controls component handles the messages that trigger the dynamic control points; and the Outputs component represents the part of the machine that receives messages from the Petri net and sends the data produced by processes through the output flow.

Since this machine is generic, it will be strictly the same for each score except its Environment component which depends on the score. Therefore, each time an interactive score is written or modified, it must be translated into a Hierarchical Time Stream Petri Net (HTSPN) [20] in order to represent and execute the partially ordered set of events (i.e., the start and end of TOs). The method to transform a score into a HTSPN is the following [16]: each control point is turned into a transition. If a temporal constraint imposes the simultaneity of different control points, their transitions are merged. If a precedence relation is specified between two control points, a sequence arc/place/arc is added between the transitions that represent them. The range of time that represents the duration of a TR is defined over each arc and it represents the possible durations of the relation. Furthermore, the firing of a transition that represents a dynamic control point is conditioned by receiving an external control message. It is important to note that each ingoing arc of this kind of transition has minimum and maximum duration values that correspond with the time range decided by the compositor. The minimum value corresponds to the minimum time at which we can cross the transition whereas the maximum value corresponds to the time at which the transition will be crossed if the message has not been sent before.

In closing, an important characteristic of the IS model is that it mixes two temporal paradigms used in the current multimedia tools [9]: time-line and time-flow. The time-line paradigm is represented by the composition stage because the composer places multimedia processes with their start and end dates, as well as temporal relations between them. On the other hand, the time-flow paradigm is represented by the execution stage at which the processes are executed while the temporal relations are preserved.

\(^4\)http://www.gecode.org
\(^5\)http://opensoundcontrol.org/introduction-osc
4. A TRUE PARALLEL IMPLEMENTATION OF INTERACTIVE SCORES

In this section, we present the hardware implementation of interactive scores. Before that, let us introduce a mechanism to generate the global clock of the score. Our main objective is to execute the score on an FPGA which provides a stable clock on the order of nanoseconds (ns). Then, it is appropriated to generate our own clock for the score in order to facilitate the handling of time. The following equation allows to know the number of clock cycles needed to obtain an intended clock.

\[
\#\text{cycles} = \frac{\text{period\_clock\_score}}{\text{period\_clock\_FPGA}} \quad (1)
\]

The following example shows how to generate a clock signal.

**Example 2.** Assume that we need to generate a clock of 2.5 MHz (i.e., a period of 400 ns) from a clock of 50 MHz (i.e., a period of 10 ns). Applying (1), we obtain that a clock cycle of 2.5 MHz is equivalent to 20 cycles of 50 MHz. We illustrate this result in Figure 4.

Figure 5 shows the block diagram of our clock generator. It takes a clock signal as an input and generates a new clock signal by dividing the original signal by a specific number of cycles. This module will be useful for implementing TRs and TOs.

![Figure 4](image1) Obtaining a clock of 2.5 MHz from a clock of 50 MHz.

![Figure 5](image2) Block diagram of the clock generator.

### 4.1. Temporal Relations

In our approach, a TR imposes both a precedence and a temporal relation between two points that are placed on a timeline. In that sense, a TO is modelled as two points denoting its starting and its stopping, and a TR between them to denote its duration. Moreover, a relation between two TOs is represented as a TR between two points of different TOs. In the following, we will show how to represent in hardware a complete score using this simple model based on TRs.

Intuitively, a TR is a synchronous process that starts immediately it receives a specific event. Once this occurs, it waits for the elapsing of its duration, and then it emits an event to notify that it has finished. An IP is represented as an external event that is asynchronously sent by the environment (i.e., the performer or other processes). TRs can be stopped if they receive an event denoting an IP. We recall that IPs stop the execution of a TR if they arrive within the temporal interval specified by the composer. Let us show a simple example on how the TRs and IPs allow to represent a complex behaviour on a score. Consider two TRs and an IP defining the start date of a TO. Both TRs have a minimum duration of 5 ms and a maximum duration of 10 ms. However, the first one starts at 3 ms while the second at 5 ms. Therefore, the time interval at which the IP can be triggered is [10,13] ms. As we can see in Figure 6, within this time interval the temporal constraint defined by both TRs is satisfied. Moreover, the TO will start at 13 ms if the IP is not triggered before.

To simplify notation, we shall write the duration of a TR as \([\text{min}, \text{max}]\) where \(\text{min}\) denotes its minimum duration and \(\text{max}\) denotes its maximum duration.

![Figure 6](image3) Interpretation of TRs and IPs.
(1) the outputs depend on both the current state and the inputs; and (2) the outputs react instantaneously to the inputs. Figure 7 shows the block diagram of a TR. In our approach, we use two timers to handle the minimum and the maximum duration of the TR. Additionally, we use a FSM to control the states of the TR. The clock of both timers is the same as the score whereas the clock of the FPGA is used for the FSM. This is very important because the FSM must be much faster than the smallest time unit of the score.

In the following, we describe each state of the FSM and its interaction with the environment and the timers. Since we shall use TRs to represent TOs, each state moves to the state STOP and emits an event to stop other TOs when a kill event (that will be sent by its parent) is received. Moreover, the FSM emits a kill signal when the TR stops (i.e., there is a transition to the state STOP from the state WAIT MIN or WAIT END) in order to kill its possible children. For instance, when a TR representing a structure is stopped by an IP.

- **IDLE**: It is the initial state. It disables the timers by setting their reset and enable inputs to 0. Its purpose is to wait for the start of the TR. Thus, it goes to the state NEW when it receives the start event.

- **NEW**: It initialises the first timer with the minimum duration of the TR and the second with its maximum duration. After that, it moves to the state WAIT MIN.

- **WAIT MIN**: It enables both timers in order to start the countdown to 0. In this state, the FSM has the following alternatives: (1) the minimum duration has elapsed (i.e., timeout of the first timer), then it moves to the state WAIT END; (2) the maximum duration has elapsed (i.e., timeout of the second timer), then it emits the stop and kill events and goes to the state STOP; or (3) a new temporal relation has started (i.e., it receives a start signal), then it passes to the state ADD. Let us explain a little the meaning of each alternative.

  The alternative (1) implies that the minimum duration has elapsed and now it is necessary to wait for either the maximum duration or the triggering of an IP (state WAIT END). The alternative (2) says that the minimum and maximum duration are the same, thus the TR must stop (state STOP). Lastly, the alternative (3) expresses the situation presented in Figure 6 in which the composer uses several TRs to define a temporal constraint. Therefore, it is necessary to compute the new duration of the TR (state ADD), since the start time and the duration of the new TR can be different.

- **ADD**: It resets the timers to the following values. The first timer, representing the minimum duration, is reset to the maximum value between the remaining time of the timer and the minimum duration of the TR that has just started. The second timer, representing the maximum duration, is reset to the minimum value between the remaining time of the timer and the maximum duration of the new TR. Once this occurs, it moves to the state WAIT MIN.

Let us show a simple example to better understand our idea. Assume the scenario illustrated in Figure 6 in which a TR with a duration of [5,10] ms has started at 3 ms. At 5 ms, the first timer has a value of 3 and the second timer has a value of 8. Now, we consider that a new TR with duration [5,10] ms starts at 5 ms. Then, the first timer is reset to 5 and the second timer is reset to 8. Hence, the minimum duration of the resulting TR will elapse at 10 ms and it will stop at 13 ms. The resulting TR then satisfies the temporal constraint defined by the composer.

- **WAIT END**: This state waits for either the elapsing of the maximum duration or the triggering of an external event. When this occurs, it emits the stop event and goes to the state STOP.

- **STOP**: It is the final state. It disables the timers.

Let us now present an example illustrating the execution of our hardware implementation.

**Example 3.** Consider the score in Figure 3. Textures A and B stop at 8 ms and at 14 ms, respectively. Moreover, the TR between the texture A and the structure C has a duration of [7,20] ms, and the TR between the texture B and the structure C has a duration of [5,10] ms. As we saw before, the time interval at which the structure C can start is [19,24] ms. We show the simulation of the above scenario in Figure 8. Observe that at 8 ms the texture A stops then, the timers are reset to the values 7 (timer 1) and 20 (timer 2). After 6 ms (i.e., at 14 ms), the texture B stops and the timers are reset to 5 (timer 1) and 10 (timer 2) by applying the operations described above. After 5 ms (i.e., at 19 ms), the minimum duration elapses and the FSM begins to wait for either the elapsing of the maximum duration or the triggering of an IP. At 14 ms, the TR stops because the maximum duration elapses and the IP was not triggered.

IPs are represented as asynchronous events that are triggered during execution by the user or other processes (e.g., an OSC server). We then synchronise these events and the outputs of the FSM with the clock of the score. In this way, we maintain synchronous our system. The following example illustrates the triggering of IPs in our implementation.

**Example 4.** Consider the scenario described in Example 3. Here, the time interval at which the structure C can start is [19,24] ms. Therefore, if the IP is triggered within this interval, the structure C must start at the same time of its arrival.
Otherwise, it will start at 24 ms. Observe in Figure 9 that the triggering of the IP outside the interval [19,24] ms does not anticipate the starting of the structure $C$ (i.e., the stop relation signal). This is because the IP is triggered when the FSM is waiting for the elapsing of the minimum duration (state \text{WAIT MIN}). However, if the IP is triggered at 21 ms (i.e., within the interval) then, it causes the structure $C$ to stop immediately.

4.2. Temporal Objects

Now, we are ready to show how to represent TOs using our implementation of TR. As we explained in Section 3, a texture is like a TR except that the texture has an attached multimedia process. Thus, we only need to send the events emitted by the process to external applications (e.g., PURE DATA) using a specific protocol (e.g., OSC). In [22], the authors show how to translate FAUST programs into VHDL code in order to execute them on FPGAs. We can incorporate this work into our approach in order to synchronise and execute DSP processes in parallel with textures. By doing that, we will take advantage of the benefits of FPGAs.

Intuitively, a structure is a TR that contains children whose start is relative to the start of the parent. In the case of a structure whose duration is defined by an IP, it will stop when either its maximum duration elapses or the IP is triggered (i.e., the normal behaviour of a TR). Moreover, the structure stops its children using the kill event when it is stopped. On the other case (i.e., the structure has no an IP specified by the compositor), we assume that the maximum duration of the structure is infinite and that an “artificial” IP is triggered when all its children have stopped and its minimum duration has elapsed. In both cases, the structure will stop and also its children when its parent is stopped. That is, when the TR receives the kill event from its parent, it must stop and emit the kill event in order to stop its children. Let us show how to represent a structure with a TR in the following example.
Example 5. Consider the scenario described in Example 1 and assume that structure $C$ starts at 21 ms by triggering the IP. By satisfying the temporal constraints imposed by the composer we know that: (1) structure $D$ starts at 23 ms and stops at 37 ms; (2) texture $E$ starts at 23 ms and stops at 29 ms; (3) texture $G$ starts at 24 ms and stops at 34 ms; (4) texture $F$ starts at 27 ms and stops at 31 ms; and (5) structure $C$ can stop within the time interval of [25, 41] ms. Thus, if we trigger its IP at 31 ms then, structure $C$ and its children that have not stopped yet (i.e., $D$, $F$, $G$) must stop immediately. We can observe in Figure 10 that our implementation satisfies the temporal constraints of the score (described above) and the execution semantics of IS. Moreover, TRs and TOs react instantaneously to events representing IPs, starting or stopping of TOs and TRs. The current implementation of I-SCORE does not provide this level of performance since it is executed on an operating system that does not guarantee a real-time performance and it does not take advantage of parallel computer architectures. We also showed that our approach correctly follows the execution semantics of IS. Moreover, it is powerful enough to express any score written in I-SCORE.

5. CONCLUDING REMARKS

In this paper we introduced a novel parallel implementation on reconfigurable hardware of interactive multimedia scores. We showed that our approach exploits the physical parallelism in FPGAs providing a low-latency and real-time performance of scores. Moreover, our implementation can react instantaneously to events representing IPs, starting or stopping of TOs and TRs. The current implementation of I-SCORE does not provide this level of performance since it is executed on an operating system that does not guarantee a real-time performance and it does not take advantage of parallel computer architectures. We also showed that our approach correctly follows the execution semantics of IS. Moreover, it is powerful enough to express any score written in I-SCORE.

Related work. In [22], the authors compile DSP programs written in FAUST (a functional programming language for real-time signal processing and synthesis) into VHDL code in order to create a fast audio processor in a single FPGA. In [5], the authors propose a system for computer music performance whose central component is an FPGA. The implemented system provides a low-latency, high-reliability, compact, and a multi-channel audio I/O performance. Moreover, it satisfies the low latency/jitter needed...
for satisfactory reactive performance systems, thus it pro-
vides a high-reliability synchronisation of acquired gestural
data and sound I/O.

**Future work.** In IS, textures represent multimedia pro-
cesses that are executed in time by external applications,
such as MAX/MSP or PURE DATA. Generally, the com-
poser specifies a set of values that are sent by the system and
handled by external processes. Following the system pro-
posed in [5], we plan to implement a Fast Ethernet module
in order to provide a reliable, compact, multi-channel and
low-rate communication between our FPGA system and ex-
ternal applications running on standard operating systems.

The current HTSPN model of i-SCORE provides a for-
mal definition of the execution semantics of IS which al-
lows to reason about the concurrent behaviour of the writ-
ten scores. In this paper, we showed that interactive scores
can be represented as a set of FSMs equipped with timers
running in parallel. Our idea can be encoded into Timed
Automata (TA) [3]. This formalism has been successfully
applied in industrial case studies (e.g., [7, 15]). Then, we
plan to use TA in order to specify, simulate and verify prop-
erties of written scores. Unlike HTSPN, there are different
multi-platform tools for the composition, simulation and au-
tomatic verification (model checking) of systems modelled
in TA (e.g., UPPAAL [6]). Moreover, based on the work
presented in [12] and [13], we plan to synthesise the verified
scores into hardware and execute them on FPGAs.
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Figure 10. Timing diagram of the simulation of Example 5. Observe that TOs react instantaneously to events.


